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Abstract— Herein we report on the mathematical modeling of 
the simulated point spread functions (PSFs) of pinhole apertures 
for clinical I-123 DaTscan imaging on a dual-head SPECT system 
consisting of fan and multi-pinhole (MPH) collimators on 
separate heads. The PSFs can be measured sparsely by 
translating a point source within the volume of interest (VOI). 
These PSFs were generated using GATE Monte Carlo simulation 
software and were then modeled using standard 2D Gaussian 
having 6 parameters, and three other models using higher order 
polynomial terms as well as cross terms in the exponential. The 
goal is to efficiently store the parameters of the modeled PSF, 
measured across the VOI and then interpolate them on the fly 
during reconstruction. It has been shown that MPH 
reconstruction can be improved with accurate modeling of the 
PSF. However, for our application it has been determined that 
improved accuracy in PSF modeling (reduced NRMSE) can be 
obtained by incorporating more polynomial terms in the 
exponential than employed by the standard 2D Gaussian, 
especially with increased pinhole angulations. In this paper we 
introduce higher order polynomial terms (degree 3 and 4) as an 
extension to the Gaussian model and observe that these added 
terms could significantly reduce the NRMSE.  

 
Index Terms—SPECT, DaTscan, Multi-pinhole (MPH), Point 

Spread Function (PSF), Gaussian, GaussianC, GaussianCC, 
Gaussian CC4.  

I. INTRODUCTION 
ystem modeling and calibration have been vital to 
improved image quality for SPECT Imaging [1]. 

Analytical, experimental, and Monte Carlo methods can be 
used to generate point spread functions (PSFs) for 
determination of the system response matrix. In most 
geometry a Gaussian model is reasonably accurate for the PSF 
[1]. 
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However, for different pinhole aperture shapes such as 

square and angled pinholes, the measured PSF which includes 
effects such as penetration and depth of interaction can have 
substantial non-Gaussian components [2]. 

II. METHODS  
A. GATE Monte Carlo Simulation  

Nine pinholes arranged in a 3X3 grid were simulated in 
GATE as per the geometry shown in Fig. 1. The pinhole 
aperture planes were angled such that all pinholes focused on 
a point in the center of the putamen and caudate structures of 
the human brain [3]. Pinholes with circular apertures of radius 
1.24 mm were selected to determine the optimal aperture size 
to be used in quantification of striatal uptake [4]. GATE 
simulations [5] were performed for an array of point source 
locations spanning the field of view (FOV) at a series of 
distances away from the pinhole apertures. 

 

 
 

Fig. 1. Front view of the MPH collimator using the circular apertures arranged 
in a 3x3 grid. PSF analysis of the direct pinhole (number 8) and the most 
oblique pinholes (number 1 and 3) are presented here. 
 
 B. Improved Modeling of PSFs 

 Four models based on a Gaussian function were 
investigated for modeling PSFs:  

1. Standard Gaussian (Gaussian) with 6 parameters.  
2. Gaussian + 2 Cubic terms (GaussianC) with 8 

parameters. 
3. Gaussian + Cubic terms + Cross Cubic terms 

(GaussianCC) with 10 parameters. 
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4. Gaussian + Cubic terms + Cross Cubic terms + Fourth 
Order Polynomial terms (GaussianCC4) with 15 
parameters. 

III. RESULTS 
Fig. 2 and Fig. 3 compare the GATE simulated PSFs 

for the most oblique pinhole (number 1 in Fig. 1) to the 
fitted models and show their difference for a point source 
located at the focal point of all pinholes (pinhole aperture 
radius: 1.24 mm). PSF measurements of 9 point sources 
placed at 14 cm from the aperture plane (across X 
direction from -4 cm to 4 cm) were obtained. Table I 
summarizes the average (across X direction) NRMSE for 
the fitted PSFs using different models (pinhole aperture 
radius: 1.24 mm). The fourth order terms produce the best 
performance even for the direct pinhole at the cost of 
computation time.  
 
 
 

 
(a)                              (b)                             (c)  

Fig. 2. (a) GATE simulated PSF for a point source at focal point,  
(b) Fitted PSF using standard Gaussian model, (c) NRMSE = 0.089.  
 
 

 
(a)                              (b)                              (c) 

Fig. 3. (a) GATE simulated PSF for a point source at focal point,  
(b) Fitted PSF using GaussianC model, (c) NRMSE = 0.075.  
 

TABLE I. AVERAGE NRMSE FOR DIFFERENT MODELS  
 

PinHole Gaussian GaussianC GaussianCC GaussianCC4 
1 0.089 0.075 0.073 0.065 
2 0.079 0.070 0.069 0.064 
3 0.089 0.080 0.078 0.070 
4 0.074 0.069 0.066 0.057 
5 0.060 0.060 0.059 0.045 
6 0.069 0.065 0.064 0.053 
7 0.065 0.063 0.063 0.048 
8 0.065 0.065 0.065 0.044 
9 0.066 0.064 0.064 0.050 

 

    The error for the most oblique pinholes (pinholes 1 and 3) 
with aperture radius of 1.24 mm were reduced by up to 27% 
when compared to the standard Gaussian by using the 4th order 
polynomial terms (GaussianCC4) in addition to the standard 
Gaussian.  

IV. DISCUSSIONS AND CONCLUSION 
    The extra terms in addition to the standard Gaussian could 
model the penetration and depth of interaction effects of the 
oblique pinholes. For the direct pinhole, the additional terms 
did not appear to improve the accuracy as these effects have 
less impact when the pinhole is perpendicular to the detector 
surface.  
    Gaussian function with higher order polynomials 
(GaussianC) for PSF modeling improved the accuracy of the 
fit by 15% when compared to the standard Gaussian function 
with 6 parameters for pinhole 1 of radius 1.24mm.  
    Using the 4th order polynomial terms does improve the PSF 
fitting (upto 27%) as it has 15 parameters but the computation 
time also increases along with an increase in number of 
storage parameters. Hence we conclude that using the 
GaussianC function to model the PSF for an aperture radius of 
1.24 mm is reasonable in terms of accuracy (reduced NRMSE) 
as well as for optimal storage as it has only 8 parameters to 
store.  

V. FUTURE WORK 
    We will investigate interpolation of the parameters used for 
PSF modeling. We will also investigate modeling the PSFs, 
from pinholes with aperture radius larger than 3mm using 
convolution of a circular pillbox with a Gaussian for direct 
pinhole and convolution of an elliptical pillbox with Gaussian 
for oblique pinholes. Further we will use this method to 
investigate projections from keel-edged pinholes. 
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